Abstract

Multi-exit architectures, in which a stack of processing layers is interleaved with early output layers, allow the processing of a test example to stop early and thus save computation time and/or energy. In this work, we propose a new training procedure for multi-exit architectures based on the principle of knowledge distillation. The method encourages early exits to mimic later, more accurate exits, by matching their output probabilities.

Experiments on CIFAR100 and ImageNet show that distillation-based training significantly improves the accuracy of early exits while maintaining state-of-the-art accuracy for late ones. The method is particularly beneficial when training data is limited and it allows a straightforward extension to semi-supervised learning, i.e., making use of unlabeled data at training time. Moreover, it takes only a few lines to implement and incurs almost no computational overhead at training time, and none at all at test time.

1. Introduction

Over the last years, convolutional networks for image classification have become progressively better, yet also bigger and slower. Today’s models that achieve state-of-the-art performance on benchmarks, such as ImageNet, have many tens or even hundreds of layers and require billions of floating point operations to classify a single image. Classifying a single image can take several seconds, unless fast hardware is available.

For many practical problems, however, execution speed is as important as classification accuracy. For example, on mobile devices, execution speed directly influences battery life and heat release. For robotics applications, such as self-driving cars, low latency is crucial for operating under real-time constraints. Therefore, there have recently also been improved efforts to create convolutional networks that are optimized for fast evaluation and energy efficiency even at the cost of sacrificing classification accuracy.

What both trends have in common, though, is that once the models have been designed and trained, their accuracy and the amount of computation required for inference are fixed. Hence, these approaches are only applicable when the test-time inference budget is constant and known in advance, because only then can an appropriate architecture be chosen. When the time budget is unknown or varies over time, e.g., due to concurrently running jobs or a dynamic change of processor speed, any fixed model architecture is suboptimal: a model that is fast enough to run under all conditions yields suboptimal accuracy in situations where the available computational budget is actually higher than the worst case. A more accurate, but slower, model might fail to provide decisions at prediction time when the available budget falls below what the network needs to finish its computation.

In this work, we adopt a paradigm that overcomes the limitations described above: anytime prediction, that is, the

![Figure 1: Illustration of the proposed method: distillation-based training (bottom) for a multi-exit architecture (top).](image-url)
ability to trade off accuracy and computation at test time with a single model and on a per-example basis. A typical anytime prediction system quickly produces a crude initial prediction and then gradually improves it. At any time, a valid prediction for the given input is available to be used in case the time budget for the classification process runs out. Hence, anytime systems are more robust and flexible under uncertain or changing conditions and thereby overall more resource-efficient.

For the task of image classification with convolutional networks, anytime prediction can be realized via multi-exit architectures, in which a sequence of feature layers (e.g., convolutional) is augmented with early exits at different depths. These are standard classification layers acting on the feature representation that the network had computed up to this stage. The exits form a sequence of increasingly complex classifiers (see Figure 1, “Prediction” box), in which later layers reuse the representations, and thereby computations, of the earlier layers. To make a prediction, an input image is propagated through the stack of layers (left to right in Figure 1). When the process is interrupted, the model outputs either one of the already evaluated exits, or an ensemble of all of them.

Multi-exit architectures are typically trained with a multi-task objective: one attaches a loss function to each exit, for example cross-entropy, and minimizes the sum of exit-wise losses, as if each exit formed a separate classification task. On the one hand, this is a canonical choice: not knowing which exits will be used at prediction time, we want all of them to perform well, so we should train all of them for best classification quality. On the other hand, however, this choice ignores a lot of the prior knowledge we have about the anytime learning problem in general, and about the structure of the multi-exit architecture in particular. For example, while in multi-task learning, different classifiers could have different label sets and be trained on different data, in the multi-exit situation, all classifiers share the same label set and training data. Also, multi-task learning is known to work best if all classifiers are of comparable complexity and quality, such that none of the loss term dominates the others. In contrast, in the multi-exit case we know a priori that the classifiers from later exits have more capacity and should be more accurate than the ones from early exits, as this is in fact the main motivation for the anytime architecture.

Our main contribution in this paper is a new objective for training multi-exit architectures based on knowledge distillation. The resulting training method

1) leads to substantially improved classification accuracy, especially for early exits,
2) requires no change to the underlying architecture,
3) is conceptually simple and easy to implement,
4) opens up a natural way to make use also of unlabeled data when training multi-exit architectures.

The main working principle of distillation-based training for multi-exit architectures is the sharing of information between exits. Specifically, it does so in an asymmetric way: information flows from exits with high classification accuracy to those with lower accuracy.

Several aspects of the classification task are potentially beneficial to transfer. Take, for example, the information which training examples are easy, difficult, or even outliers. A classifier can benefit from this information, because if it tries too hard to correctly classify difficult examples, the result will be an inefficient assignment of its model capacity and potentially overfitting. Another aspect is the question of which classes are semantically similar to each other. Knowing this will allow a classifier to model them with similar feature representations, thereby resulting in a smoother decision function and, again, a lower risk of overfitting.

Neither which examples are easy or hard examples, nor which class are similar to each other can be extracted simply from the ground truth labels. Therefore, this information is not immediately available to the exits when trained using the multi-task objective. The information can be extracted, however, from the probabilistic outputs of a well-trained classifier: hard examples typically have a lower confidence score for the selected label than easy ones, and similar classes tend to be more co-activated in the outputs than dissimilar ones. We can transfer this information from late to early exits simply by encouraging early exits to mimic the probabilistic outputs of later exits. In practice, this is achieved by minimizing the cross-entropy between the outputs, with an additional temperature-scaling step that we detail in Section 3.5.

The temperature-scaled cross-entropy has been used in knowledge distillation to transfer information from one network to another. Therefore, we refer to this loss term as distillation loss. The overall system is illustrated in Figure 1 (“Training” box).

It has been observed [15] that distillation acts similarly to regularization, i.e. it is particularly useful when training large networks from relatively little labeled training data. The same is the case for us: we expect distillation-based training to be the most useful when the amount of labeled training data is limited, as is often the case in practice. As we will show in Section 4, our experiments confirm this expectation.

Distillation-based training has another advantage: the distillation loss can be computed even for data that has no ground truth labels available. Consequently, we obtain a straightforward way of training multi-exit architectures in a semi-supervised regime. Note that conventional multi-task based training does not have this ability, because all its loss terms need data with ground truth labels.
2. Related work

Anytime prediction. The roots of anytime computation go back to the work of [6, 16]. In [6], anytime algorithms are defined for the first time, and they become widely popular in planning and control [8, 29, 49].

In the context of statistical learning, anytime classifiers were preceded by cascades [37, 42, 43]. These are models with variable, instance-dependent runtime; however, they cannot be stopped exogenously. Early examples of truly anytime classifiers were based on streaming nearest neighbors [41] or on classifier ensembles such as decision trees [9], random forests [10], or boosting [13]. A parallel line of work aimed at developing techniques for adapting an arbitrary ensemble to the anytime setting in a learner-agnostic way [3, 11, 40]. These methods usually execute individual classifiers in a dynamically determined, input-dependent order.

More recently, in the context of convolutional networks, two broad approaches to anytime prediction have gained prominence: a) networks whose parts are selectively executed or skipped at test time [23, 30, 44, 45], or b) networks with additional exits [19, 20, 39], from which an appropriate one is chosen at test time. We only discuss multi-exit architectures in detail, as this is the class of models to which our proposed training technique applies.

Multi-exit architectures. The first work to propose attaching early exits to a deep network was [39], where standard image classification architectures such as LeNet, AlexNet and ResNet, were augmented by early exits. Huang et al. [19] were the first to propose a custom multi-exit architecture, the Multi-Scale DenseNet, motivated by the observation that early exits interfere with the role of early layers as feature extractors for later use. The MSDNet was the state-of-the-art multi-exit architecture until very recently (see [48]) and it is the one we use in our experiments. Kim et al [20] propose a doubly nested architecture suitable for memory-constrained settings. Finally, there is recent work on discovering multi-exit architectures by neural architecture search (NAS) [48].

While the main contributions of these works are architectural, our focus is on training. In all of these works except [48] (which employs NAS-specific training), multi-exit networks are trained by minimizing the sum of exit-wise losses. We propose a novel training procedure that is applicable to any of these multi-exit architectures.

Orthogonally to the subject of this work, networks with early exits have also been proposed for other purposes, such as providing stronger gradient signals for training [24], or multi-resolution image processing [46].

Distillation. Distillation is a popular technique for knowledge transfer between two models. Although similar techniques have been widely considered already in [2, 4, 5, 25, 28], distillation in its most well-known form was introduced only relatively recently in [15].

Since then, the technique has been found to benefit a wide array of applications, including transferring from one architecture to another [12], compression [17, 32], integration with first-order logic [18] or other prior knowledge [47], learning from noisy labels [26], defending against adversarial attacks [31], training stabilization [35, 38], few-shot learning [21], or policy distillation [36]. In the vast majority of applications, including the work cited above, the teacher network is fixed.

Notable exceptions are [1], where distillation is used in a distributed optimization setting to ensure consistency between different copies of a model, [33], where a model is self-trained by distillation from its previous version’s predictions, and [27, 34], where distillation between stored predictions from the past and current predictions is used as a regularizer during incremental training. In contrast, we propose distillation from one part of a model to another part. To our knowledge, no previous work has addressed this setting.

3. Distillation Training of Multi-Exit Networks

In this section, we introduce the mathematical notation and the necessary background for the discussion of the proposed distillation-based training of multi-exit architectures. Throughout the paper, we consider the case of multi-class classification with an input set \(X\), e.g., images, and an output set \(Y = \{1, \ldots, K\}\), where \(K\) is the number of classes.

3.1. Multi-Exit Architectures

Multi-exit architectures are layered classification architectures with exits at different depths, see Figure 1 for an illustration. For a system with \(M\) exits, this results in a sequence \((p_1, \ldots, p_M)\) of probabilistic classifiers \(p_m : X \rightarrow \Delta^K\), each of which maps its input to the probability simplex \(\Delta^K\), i.e., the set of probability distributions over the \(K\) classes. We think of \(p_1, \ldots, p_M\) as being ordered from least to most expressive (and computationally expensive). In principle, the classifiers may or may not share weights and computation, but in the most interesting and practically useful case, they do share both.

3.2. Prediction

At prediction time, the multi-exit system can operate in two different modes, depending on whether the computational budget to classify an example is known or not.

Budget-mode. If the computational budget is known, the system can directly identify a suitable exit, \(p_M(\mathbf{x})\), to evaluate. This way, it only has to evaluate the shared parts of the architecture and can save the computation of having to evaluate also the earlier exits. How exactly the specific exit is chosen is model-dependent. In this paper, we first determine
the runtime and quality of any single exit on a validation set. Then, for any target runtime, we output the decision of the exit with highest validation accuracy that runs within the available budget.

**Anytime-mode.** If the computational budget is unknown, i.e., for anytime prediction, after receiving a test input \( x \), the system starts evaluating the classifiers \( p_1, p_2, \ldots \) in turn, reusing computation where possible. It continues doing this until it receives a signal to stop – say this happens after the \( M' \)-th exit – at which point it returns the predictions of the ensemble created from the evaluated exits, \( \frac{1}{M'} \sum_{m=1}^{M'} p_m(x) \).

### 3.3. Distillation Training Objective

Our main contribution is a new training objective for multi-exit architectures. Given a training set, \( \{(x_n, y_n)\}_{n=1}^{N} \), we propose to train the multi-exit architecture by a combination of a classification loss, \( \mathcal{L}_{\text{cls}} \) and a distillation loss, \( \mathcal{L}_{\text{dist}} \),

\[
\frac{1}{N} \sum_{n=1}^{N} \left[ \mathcal{L}_{\text{cls}}(x_n, y_n) + \mathcal{L}_{\text{dist}}(x_n) \right]. \tag{1}
\]

**Distillation loss.** The second term, \( \mathcal{L}_{\text{dist}} \), is where our main contribution lies, as it introduces the possibility for different exits to learn from each other.

To introduce it, we first remind the reader of the classical distillation framework as introduced in [15]: assume we want a probabilistic classifier \( s \) (called the student) to learn from another classifier \( t \) (called the teacher). This can be achieved by minimizing the (temperature-scaled) cross-entropy between their output distributions,

\[
\ell^\tau(t, s) = -\tau^2 \sum_{k=1}^{K} [t^{1/\tau}(x)]_k \log [s^{1/\tau}(x)]_k, \tag{2}
\]

for some temperature \( \tau \in \mathbb{R}_+ \), with respect to the parameters of \( s \), where

\[
[s^{1/\tau}(x)]_k = \frac{s_k(x)^{1/\tau}}{\sum_{l=1}^{K} s_l(x)^{1/\tau}} \tag{3}
\]

is the distribution obtained from the distribution \( s(x) \) by temperature-scaling, and \([t^{1/\tau}(x)]_k\) is defined analogously. Note that for typical network architectures, for which the outputs are the result of a softmax operation over logits, temperature scaling can be done efficiently by simply dividing all logits by \( \tau \).

The temperature parameter allows controlling the softness of the teachers’ predictions: the higher the temperature, the more suppressed is the difference between the largest and the smallest value of the probability vector. This allows compensating for the fact that network outputs are often overconfident, i.e., they put too much probability mass on the top predicted class, and too little on the others. The factor \( \tau^2 \) in Equation (2) ensures that the temperature scaling does not negatively affect the gradient magnitude.

Returning to the multi-exit architecture, we follow the same strategy as classical distillation, but use different exits of the multi-exit classifiers both as students and teachers. For any exit \( m \), let \( \mathcal{T}(m) \subset \{1, \ldots, M\} \) (which could be empty) be the set of teacher exits it is meant to learn from. Then we define the overall distillation loss as

\[
\mathcal{L}_{\text{dist}}(x_n) = \frac{1}{M} \sum_{m=1}^{M} \sum_{t \in \mathcal{T}(m)} \ell^\tau(p_t(x_n), p_m(x_n)). \tag{4}
\]

In practice, there are different ways how to choose the set of teachers. The simplest choice, where all exists learn only from the last one, i.e., \( \mathcal{T}(m) = \{M\} \) for \( m < M \) and \( \mathcal{T}(M) = \emptyset \), has worked well for us, so we propose it as the default option. However, we also study other setups, for example each exit distilling from all later exits; see Section 4.

**Classification loss.** The first term in (1) is a standard multi-class classification loss that acts separately on each exit,

\[
\mathcal{L}_{\text{cls}}(x_n, y_n) = \frac{1}{M} \sum_{m=1}^{M} \ell(y_n, p_m(x_n)) \tag{5}
\]

where \( \ell(y, p) = -\log p_y(x) \) is the cross-entropy loss.

### 3.4. Optimization

We minimize the training objective (1) using standard gradient-based methods with mini-batches. In particular, all exits are trained at the same time and on the same data. We provide the pseudo-code (for single sample batches) in Algorithm 1. It consists largely of standard gradient-based op-
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**Algorithm 1: Distillation-Based Training**

```
given: T, \mu, \tau_\ast
1 T(\cdot) \leftarrow T(1) \cup \cdots \cup T(M)
2 \tau \leftarrow 1
3 for (x, y) in data do
4 \quad x' \leftarrow \text{shared_part_of_model}(x)
5 \quad for m in 1, \ldots, M do
6 \quad \quad p_m \leftarrow \text{softmax}(\text{exit}_m(x'))
7 \quad \quad t_m \leftarrow \text{detach}(\text{softmax}(\text{exit}_m(x')/\tau))
8 \quad end
9 \quad loss \leftarrow \frac{1}{M} \sum_{m=1}^{M} \ell(y, p_m)
10 \quad + \frac{1}{\tau^\ast} \sum_{m=1}^{M} \sum_{t \in \mathcal{T}(m)} \ell^\tau(t, p_m)
11 \quad loss.gradient_update()
12 if max \left( \frac{1}{|\mathcal{T}|} \sum_{m \in \mathcal{T}(\cdot)} t_m \right) > \mu then \tau \leftarrow \tau_\ast
13 end
```
timization. However, two aspects are specific to distillation-based training: partial detaching (detach; line 7), and temperature annealing (line 11).

**Partial detaching.** When minimizing the loss, we have to make sure that indeed only the student learns from the teacher and not vice versa. We achieve this by treating the teachers’ predictions, \( p_t(x_n) \), as constant for gradient calculation of the distillation term (4).

**Temperature annealing.** Over the course of training, networks tend to grow more confident. In the multi-exit setting, this also applies to exits that serve as teachers (see Figure 6). Therefore, increasingly higher temperatures are needed to “soften” their outputs, and we achieve this by increasing the temperature during training. For this, we introduce an adaptive annealing scheme that aims at keeping the teachers’ outputs roughly constant: we define the confidence of a classifier to be the maximum of the output vector of class probabilities, averaged over a set of examples. Let \( \mu \) be an upper bound for the desired teacher confidence. We initialise the temperature at \( \tau_0 = 1 \) and multiply it by a constant \( \tau_n > 1 \) whenever the teachers’ average temperature-adjusted confidence for a training batch exceeds \( \mu \).

### 3.5. Semi-supervised training

A characteristic property of the distillation loss (4) is that it does not depend on the labels of the training data. This means it can also be computed from unlabeled training data, providing us with a straightforward way of training multi-exit architectures in a semi-supervised way.

Assume that, in addition to the labeled training set \( \{(x_n, y_n)\}_{n=1}^N \), we have an additional set of unlabeled training examples, \( \{x_n\}_{n=N+1}^{N'} \), potentially with \( N' \gg N \). We then define the semi-supervised training objective as

\[
\frac{1}{N} \sum_{n=1}^{N} \mathcal{L}_{cls}(x_n, y_n) + \frac{1}{N'} \sum_{n=1}^{N'} \mathcal{L}_{dist}(x_n). \tag{6}
\]

We can minimize this objective using the same techniques as in the fully-supervised case and, in fact, with only minor modifications to the source code.

### 4. Experiments

In this section, we report on our experimental results, which, in particular, show that distillation-based training consistently outperforms the standard training procedure for multi-exit architectures on image classification benchmarks: ImageNet (subsets) and CIFAR100 (subsets, as well as the full dataset). We further present experiments showing the tentative benefit of semi-supervised distillation when unlabeled training data is available.

We also report on in-depth experiments that provide insight into the working mechanism of the proposed distillation based training, in particular the temperature annealing scheme, and we discuss the choice of teachers.

#### 4.1. Experimental Setup

**Datasets.** We report on experiments on two standard datasets. For CIFAR100 [22], we follow the default split, using 50,000 images (500 for each of 100 classes) for training and model selection, and we report the accuracy on the remaining 10,000 test examples. For ImageNet (ILSVRC 2012) [7], we use the 1.2 million train images of 1000 classes for training and model selection. We report the accuracy on the 50,000 images of the ILSVRC val set. During training, we apply data augmentation as in [14, 19]. For testing, we resize the images to \( 256 \times 256 \) pixels and centercrop them to \( 224 \times 224 \). For both datasets, we pre-process all images by subtracting the channel mean and dividing by the channel standard deviation.

Because we are particularly interested in the low-data regime, we perform experiments using only subsets of the available data: by ImageNet(\( X \)) we denote a dataset with \( X \) randomly selected examples from each ImageNet class (which are then split 90%/10% into a training and a model selection part). By CIFAR(\( X \)) we denote subsets of CIFAR100 that are constructed analogously to the above, but always with 50 images used for model selection (using 10% would be too few for this dataset), and the remaining \( X - 50 \) for training. As additional unlabeled data for the experiments on semi-supervised learning we use \( 500 - X \) (in the case of CIFAR100) or \( 700 - X \) (in the case of ImageNet) images per class, sampled randomly from all remaining images, i.e. the ones that were not selected as training or validation data (nor as test data, of course).

**Model architecture.** We use the Multi-Scale DenseNet [19], a state-of-the-art multi-exit architecture with convolutional blocks arranged in a grid of multiple scales (rows) and multiple layers (columns). We train the MSDNets ourselves, following the original architectures and hyper-parameters.\(^{1}\) The CIFAR MSDNet has \( 3 \times 24 \) blocks and 11 exits, one attached to every second layer, starting from layer 4. The ImageNet MSDNet has \( 4 \times 38 \) blocks and 5 exits, one on every seventh layer, starting from layer 10.

**Baseline.** We compare distillation training to the traditional way of training multi-exit architectures, namely by minimizing the exit-wise loss (used e.g. in [19, 20, 39]),

\[
\frac{1}{NM} \sum_{n=1}^{N} \sum_{m=1}^{M} \ell(y_n, p_m(x_n)). \tag{7}
\]

Note that this coincides with using just the classification loss (5) of our training objective. Because labels for all

---

\(^{1}\)Our implementation achieves very similar performance to the original MSDNet, e.g. \( \approx 75\% \) accuracy on CIFAR100.
training examples are needed to compute the loss, (7) does not have an obvious extension to semi-supervised training.

**Optimization and hyper-parameters.** We train all models from a random initialization by SGD with Nesterov momentum, an initial learning rate of 0.5, a momentum weight of 0.9, and a weight decay of $10^{-4}$. For CIFAR100, we set the batch size to 64 and train for 300 epochs. The learning rate is divided by 10 after epochs 150 and 225. For ImageNet, we set the batch size to 256 and train for 90 epochs. The learning rate is divided by 10 after epochs 30 and 60.

For the temperature annealing we use a confidence limit as the temperature multiplier.

**Repeated runs.** We repeat each experiment 5 or 10 times, each time with a different random subset of the training data and different weight initialization. We report the average performance across the repeated runs as well as its 95% confidence interval (i.e., 1.96 times the standard error).

### 4.2. Main results: budget-mode accuracy

We first report results from experiments when operating the model in **budget-mode**, i.e. with a known time budget at test time. As described in Section 3.2, for any value of the budget, we identify the best exit (according to the validation set) that can be computed within the budget, and evaluate its decision. This is often the latest exit among the available ones, but not always: for example, in the low-data regime, the additional capacity of a late exit may make it more likely to overfit, and an intermediate exit might perform better.

Figures 2 and 3 show the results for ImageNet and CIFAR100, respectively. Numeric results can be found in Tables 1 and 2. For each training procedure, we report the resulting model’s accuracy for different values of the budget: when only Exit1 is available, when Exit1 and Exit2 are available, and so on.

**ImageNet results.** Figure 2 and Table 1 compare distillation training and exit-wise training. Distillation training consistently outperforms exit-wise training, in many settings substantially. For most computational budgets, the distillation-trained model has a higher or comparable accuracy, with accuracy gains of up to 3.8%. Conversely, to achieve any given accuracy, the distillation-trained model typically requires far less computation, especially in the data-constrained regime. For example, in the case of ImageNet(100), already Exit1 suffices to match the accuracy of the exit-wise trained model at any budget. Similarly, in the case of ImageNet(300), already at the time Exit2 becomes available, the distillation-trained model dominates the exit-wise trained model at any budget.

Overall, two main factors seem to affect the performance gap: a) The amount of training data: comparing the results for ImageNet(100) to those for ImageNet(300), ImageNet(500) and ImageNet(full), we see that the smaller the training set, the bigger the benefit from distillation. In the regime of very large data (full ImageNet), distillation seems to trade off the accuracy of early and late exits, instead of providing a uniform improvement. This agrees with earlier studies, e.g. [15], that found distillation to have a regular-
Figure 3: Top-5 accuracy as a function of computational budget (denominated in available exits). MSDNet trained by the exit-wise loss (blue) vs. trained by distillation (green) vs. trained by semi-supervised distillation (red) on CIFAR100 with 150, 250, 350, and 500 images per class.

Table 2: Top-5 accuracy in % (mean ± 1.96 stderr) for different computational budgets (denominated in available exits). MSDNet trained by the exit-wise loss vs. trained by distillation vs. trained by semi-supervised distillation on CIFAR100 with 150, 250, 350, and 500 images per class. Bold values indicate statistically significant improvements.

Table: | Exit 1 | Exit 2 | Exit 3 | Exit 4 | Exit 5 | Exit 6 | Exit 7 | Exit 8 | Exit 9 | Exit 10 | Exit 11 |
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>CIFAR(150)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>72.4 ± 1.3</td>
<td>78.7 ± 0.4</td>
<td>79.9 ± 0.4</td>
<td>80.6 ± 0.4</td>
<td>85.6 ± 0.2</td>
<td>86.5 ± 0.3</td>
<td>84.5 ± 0.3</td>
<td>88.1 ± 0.3</td>
<td>88.5 ± 0.3</td>
<td>87.5 ± 0.3</td>
<td>90.0 ± 0.2</td>
</tr>
<tr>
<td>CIFAR(250)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>75.5 ± 0.7</td>
<td>80.5 ± 0.3</td>
<td>81.3 ± 0.4</td>
<td>84.1 ± 0.3</td>
<td>87.5 ± 0.2</td>
<td>88.2 ± 0.3</td>
<td>87.2 ± 0.3</td>
<td>90.1 ± 0.2</td>
<td>90.4 ± 0.2</td>
<td>91.2 ± 0.2</td>
<td>92.9 ± 0.2</td>
</tr>
<tr>
<td>CIFAR(350)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>77.4 ± 0.6</td>
<td>80.9 ± 0.4</td>
<td>81.0 ± 0.5</td>
<td>84.9 ± 0.3</td>
<td>88.4 ± 0.2</td>
<td>88.5 ± 0.2</td>
<td>88.8 ± 0.2</td>
<td>91.1 ± 0.3</td>
<td>91.2 ± 0.2</td>
<td>91.2 ± 0.2</td>
<td>92.9 ± 0.2</td>
</tr>
<tr>
<td>CIFAR(500)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>78.4 ± 0.4</td>
<td>81.2 ± 0.4</td>
<td>81.0 ± 0.5</td>
<td>85.7 ± 0.3</td>
<td>88.7 ± 0.2</td>
<td>89.6 ± 0.2</td>
<td>91.3 ± 0.3</td>
<td>91.5 ± 0.2</td>
<td>92.8 ± 0.2</td>
<td>93.1 ± 0.2</td>
<td></td>
</tr>
<tr>
<td>CIFAR(500/full)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

4.3. Main results: anytime-mode accuracy

In a second set of experiments, we operate the multi-exit model in anytime-mode, i.e., the model evaluates all its exits in turn until the (unknown) computational budget is spent, at which point it returns the ensemble prediction of all completed exits. As before, we report multiclass accuracy for different computational budgets, this time denominated in the number of completed exits, or the size of the ensemble.

The results for ImageNet and CIFAR100 are shown in Figures 4 and 5 respectively. Due to lack of space, the corresponding tables with numeric results are deferred to the supplemental material. The results are similar to those for budget-mode evaluation. Across datasets, dataset sizes (except for the very large-scale regime), and computation budgets, the models trained with distillation clearly outperform the model trained without it. The results for semi-supervised learning are less clear: for early exits, the unlabeled data often helps, but we observe a small drop of accuracy of the late exits for CIFAR(150). Still, the proposed method outperforms the exit-wise trained model.
Figure 4: Top-5 accuracy of first-$m$-exits ensembles ($m = 1, \ldots, 5$) trained by the exit-wise loss (blue) vs. trained by distillation (green) vs. trained by semi-supervised distillation (red) on ImageNet ILSVRC2012 with 100, 300, 500 or all available ($\geq 700$) training images per class.

Figure 5: Top-5 accuracy of first-$m$-exits ensembles ($m = 1, \ldots, 11$) trained by the exit-wise loss (blue) vs. trained by distillation (green) vs. trained by semi-supervised distillation (red) on CIFAR100 with 150, 250, 350 or 500 images per class.

Figure 6: Confidence of MSDNet’s last exit with and without temperature annealing throughout training on CIFAR(150). At epochs 150 and 225, the learning rate drops.

4.4. Additional experiments

Temperature annealing. In this section, we provide further insight and justification for the proposed temperature annealing scheme. Figure 6 shows the teacher’s confidence (blue) during training. One can see that it changes markedly and generally increases. The proposed temperature-scaling procedure reacts to this by raising the temperature over time (purple). The result is that the temperature-adjusted confidence (green) remains roughly constant, and slightly below the confidence limit $\mu$ (red). We find that temperature-annealing performs as well as the best fixed temperature (see Figure 7), while being easier to tune.

Choice of teachers. For all experiments reported so far, we used the last exit as the teacher for all other exits. We also performed exploratory studies on how the choice of teacher affects the overall performance, but found the effect to be minor. Details can be found in the supplemental material.

5. Conclusion

In this work, we propose distillation-based training for multi-exit image classification architectures. The method is conceptually simple, architecture-agnostic, and as our experiments show, it provides large and robust improvements over the state-of-the-art training procedure, especially in data- or computation-constrained settings. It also naturally supports learning from additional unlabeled training data.
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### A. Supplementary material

We provide additional results / observations regarding temperature annealing (Section A.1), the choice of teachers (Section A.2), the semi-supervised setting with very few labels (Section A.3), inference times for different modes and exits (Section A.4), and the anytime-mode (Section A.5).

#### A.1. Temperature annealing

Expanding on the observations of Section 4.4, we study the effect of temperature annealing on final accuracy. Figure 8 (same as Figure 7 in the main text) shows the accuracy curves of five MSDNets trained by distillation, each with a different temperature setting. We compare the proposed annealing scheme (green) to training with constant temperature, $T \in \{1.0, 2.0, 3.0, 4.0\}$. The figure shows that while using no temperature at all ($T = 1.0$) leads to significant accuracy drops, as long as the temperature is “high enough”, its exact value seems to matter little for the final model’s accuracy. Still, the proposed annealing scheme performs as well as, or better than any choice of a constant temperature, and has the advantage of being easier to tune.

#### A.2. Choice of teachers

We performed exploratory experiments with a different choice of teacher sets $\mathcal{T}$. In particular, we let each exit learn from all later exits, $\mathcal{T}(m) = \{m+1, \ldots, M\}$ for $m < M$ and $\mathcal{T}(M) = \emptyset$. The intuition behind this choice is that learning from an ensemble of good exits might be better than learning from a single good exit. However, as the results show, this turns out not to be the case.

Figure 9 shows the accuracy curve of a model trained by distillation from all later exits (yellow), as well as curves for distillation from only the last exit (green) and exit-wise training (blue) for comparison. We observe that the two teacher-set choices yield models of very similar accuracy, so there seems to be little benefit in adopting more complicated teacher-student setups.

#### A.3. Semi-supervised distillation with few labels

In the main text, we show that using additional unlabelled data with distillation-based training may improve accuracy. However, the gains are relatively modest, and only significant for the late exits in the case of ImageNet(100) and the early exits in the case of CIFAR(150) and CIFAR(250). One could speculate why the gains are not larger, and a potential explanation would be that in the considered settings, the amount of labeled data is too high. To test this hypothesis, we ran the experiment from Section 4.1 on CIFAR(80), i.e. using only 30 labelled images per class for training and 50 for validation. However, the gains remain rather small (see Figure 10), at most 1%, similar to the case of CIFAR(150) and CIFAR(250).

![Figure 8: Top-5 accuracy of five models trained by distillation, each with a different temperature setting, on CIFAR(250). Results shown for different computational budgets in both the budget-mode (left) and the anytime-mode (right).](image1)

![Figure 9: Top-5 accuracy of a model trained by distillation from all later exits (yellow) vs. trained by distillation from the last exit (green) vs. trained by the exit-wise loss (blue), on CIFAR(250). Results shown for different computational budgets in both the budget-mode (left) and the anytime-mode (right).](image2)

![Figure 10: Top-5 accuracy as a function of computational budget (denominated in available exits). MSDNet trained by the exit-wise loss (blue) vs. trained by distillation (green) vs. trained by semi-supervised distillation (red) on CIFAR(80).](image3)
A.4. Example inference times

To give the reader a sense of the efficiency gains achievable by anytime inference, we provide some example inference times for CIFAR MSDNet (Table 3) and ImageNet MSDNet (Table 4), for the two inference modes (budget-mode and anytime-mode) and different exits. We made no effort to optimize these timings. They are obtained by simply running our code, without any changes, and measuring the time elapsed. We expect the results to generalize qualitatively to different hardware and implementations, though the exact numbers are likely to vary.

A.5. Complete results for anytime-mode

For the reader’s convenience, we collect here all results pertaining to the anytime-mode. We report the accuracy of an MSDNet trained by the exit-wise loss, by distillation, and by distillation using additional unlabeled data. Results for ImageNet are shown in Figure 4 (reprinted from the main text), and in Table 5. Results for CIFAR100 are shown in Figure 5 (reprinted from the main text), and in Table 6. The results are similar to those for the budget-mode: distillation-based training clearly outperforms exit-wise training. See Section 4.3 in the main text for a more detailed discussion.
Table 3: Inference times for the CIFAR MSDNet operating either in the budget-mode or the anytime-mode, evaluated either on CPU or GPU. We report the mean ± stdev over 1000 runs.

<table>
<thead>
<tr>
<th>Exit / Ensemble</th>
<th>CPU timings [s]</th>
<th>GPU timings [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Budget-mode</td>
<td>Anytime-mode</td>
</tr>
<tr>
<td>Exit / Ensemble 1</td>
<td>0.024 ± 0.022</td>
<td>0.026 ± 0.029</td>
</tr>
<tr>
<td>Exit / Ensemble 2</td>
<td>0.034 ± 0.029</td>
<td>0.043 ± 0.037</td>
</tr>
<tr>
<td>Exit / Ensemble 3</td>
<td>0.043 ± 0.030</td>
<td>0.062 ± 0.040</td>
</tr>
<tr>
<td>Exit / Ensemble 4</td>
<td>0.051 ± 0.035</td>
<td>0.081 ± 0.049</td>
</tr>
<tr>
<td>Exit / Ensemble 5</td>
<td>0.062 ± 0.041</td>
<td>0.099 ± 0.055</td>
</tr>
<tr>
<td>Exit / Ensemble 6</td>
<td>0.067 ± 0.034</td>
<td>0.121 ± 0.064</td>
</tr>
<tr>
<td>Exit / Ensemble 7</td>
<td>0.071 ± 0.046</td>
<td>0.139 ± 0.066</td>
</tr>
<tr>
<td>Exit / Ensemble 8</td>
<td>0.085 ± 0.035</td>
<td>0.164 ± 0.078</td>
</tr>
<tr>
<td>Exit / Ensemble 9</td>
<td>0.093 ± 0.035</td>
<td>0.169 ± 0.085</td>
</tr>
<tr>
<td>Exit / Ensemble 10</td>
<td>0.103 ± 0.040</td>
<td>0.196 ± 0.078</td>
</tr>
<tr>
<td>Exit / Ensemble 11</td>
<td>0.105 ± 0.038</td>
<td>0.219 ± 0.085</td>
</tr>
</tbody>
</table>

Table 4: Inference times for the ImageNet MSDNet operating either in the budget-mode or the anytime-mode, evaluated either on CPU or GPU. We report the mean ± stdev over 1000 runs.

<table>
<thead>
<tr>
<th>Exit / Ensemble</th>
<th>CPU timings [s]</th>
<th>GPU timings [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Budget-mode</td>
<td>Anytime-mode</td>
</tr>
<tr>
<td>Exit / Ensemble 1</td>
<td>0.159 ± 0.048</td>
<td>0.229 ± 0.079</td>
</tr>
<tr>
<td>Exit / Ensemble 2</td>
<td>0.339 ± 0.099</td>
<td>0.373 ± 0.094</td>
</tr>
<tr>
<td>Exit / Ensemble 3</td>
<td>0.471 ± 0.131</td>
<td>0.519 ± 0.118</td>
</tr>
<tr>
<td>Exit / Ensemble 4</td>
<td>0.559 ± 0.138</td>
<td>0.647 ± 0.117</td>
</tr>
<tr>
<td>Exit / Ensemble 5</td>
<td>0.665 ± 0.125</td>
<td>0.703 ± 0.145</td>
</tr>
</tbody>
</table>

Table 5: Top-5 accuracy in % (mean ± 1.96 stdev) of first-$m$-exits ensembles ($m = 1, \ldots, 5$) trained by the exit-wise loss vs. trained by distillation vs. trained by semi-supervised distillation on ImageNet ILSVRC2012 with 100, 300, 500 or all available (≥ 700) training images per class.

<table>
<thead>
<tr>
<th></th>
<th>ImageNet(100)</th>
<th></th>
<th>ImageNet(300)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Exit / Ensemble</td>
<td>Exit-wise loss</td>
<td>Distillation</td>
<td>Dist. semi-sup.</td>
<td>Exit-wise loss</td>
</tr>
<tr>
<td>Ensemble 1</td>
<td>64.4 ± 0.4</td>
<td>68.1 ± 0.5</td>
<td>68.1 ± 0.4</td>
<td>79.5 ± 0.2</td>
</tr>
<tr>
<td>Ensemble 2</td>
<td>67.7 ± 0.3</td>
<td>69.7 ± 0.6</td>
<td>69.9 ± 0.2</td>
<td>82.3 ± 0.1</td>
</tr>
<tr>
<td>Ensemble 3</td>
<td>69.2 ± 0.3</td>
<td>70.3 ± 0.6</td>
<td>70.6 ± 0.1</td>
<td>83.6 ± 0.2</td>
</tr>
<tr>
<td>Ensemble 4</td>
<td>69.9 ± 0.3</td>
<td>70.5 ± 0.6</td>
<td>70.8 ± 0.2</td>
<td>84.3 ± 0.2</td>
</tr>
<tr>
<td>Ensemble 5</td>
<td>70.2 ± 0.4</td>
<td>70.5 ± 0.7</td>
<td>70.8 ± 0.2</td>
<td>84.6 ± 0.2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>ImageNet(500)</th>
<th></th>
<th>ImageNet(full)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Exit / Ensemble</td>
<td>Exit-wise loss</td>
<td>Distillation</td>
<td>Dist. semi-sup.</td>
<td>Exit-wise loss</td>
</tr>
<tr>
<td>Ensemble 1</td>
<td>83.4 ± 0.2</td>
<td>85.6 ± 0.1</td>
<td>85.4 ± 0.1</td>
<td>87.8 ± 0.2</td>
</tr>
<tr>
<td>Ensemble 2</td>
<td>86.3 ± 0.1</td>
<td>87.3 ± 0.2</td>
<td>87.1 ± 0.3</td>
<td>90.2 ± 0.1</td>
</tr>
<tr>
<td>Ensemble 3</td>
<td>87.6 ± 0.2</td>
<td>88.0 ± 0.2</td>
<td>87.9 ± 0.3</td>
<td>91.3 ± 0.1</td>
</tr>
<tr>
<td>Ensemble 4</td>
<td>88.1 ± 0.2</td>
<td>88.3 ± 0.3</td>
<td>88.2 ± 0.4</td>
<td>91.9 ± 0.1</td>
</tr>
<tr>
<td>Ensemble 5</td>
<td>88.5 ± 0.2</td>
<td>88.4 ± 0.3</td>
<td>88.4 ± 0.4</td>
<td>92.2 ± 0.1</td>
</tr>
</tbody>
</table>
Figure 4: Top-5 accuracy of first-$m$-exits ensembles ($m = 1, \ldots, 5$) trained by the exit-wise loss (blue) vs. trained by distillation (green) vs. trained by semi-supervised distillation (red) on ImageNet ILSVRC2012 with 100, 300, 500 or all available ($\geq 700$) training images per class. (Figure repeated from page 8.)

Figure 5: Top-5 accuracy of first-$m$-exits ensembles ($m = 1, \ldots, 11$) trained by the exit-wise loss (blue) vs. trained by distillation (green) vs. trained by semi-supervised distillation (red) on CIFAR100 with 150, 250, 350 or 500 images per class. (Figure repeated from page 8.)
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Ensemble 1</td>
<td>72.4 ± 1.3</td>
<td><strong>78.7 ± 0.4</strong></td>
<td><strong>79.9 ± 0.4</strong></td>
<td>80.6 ± 0.4</td>
<td><strong>85.6 ± 0.2</strong></td>
<td><strong>86.5 ± 0.3</strong></td>
</tr>
<tr>
<td>Ensemble 2</td>
<td>75.8 ± 0.9</td>
<td><strong>80.8 ± 0.3</strong></td>
<td><strong>81.5 ± 0.4</strong></td>
<td>83.7 ± 0.3</td>
<td><strong>87.6 ± 0.2</strong></td>
<td><strong>88.3 ± 0.3</strong></td>
</tr>
<tr>
<td>Ensemble 3</td>
<td>77.9 ± 0.8</td>
<td><strong>81.8 ± 0.3</strong></td>
<td><strong>82.1 ± 0.4</strong></td>
<td>85.5 ± 0.2</td>
<td><strong>88.7 ± 0.2</strong></td>
<td><strong>89.1 ± 0.2</strong></td>
</tr>
<tr>
<td>Ensemble 4</td>
<td>79.1 ± 0.7</td>
<td><strong>82.3 ± 0.3</strong></td>
<td><strong>82.3 ± 0.4</strong></td>
<td>86.4 ± 0.2</td>
<td><strong>89.2 ± 0.2</strong></td>
<td><strong>89.4 ± 0.2</strong></td>
</tr>
<tr>
<td>Ensemble 5</td>
<td>80.0 ± 0.6</td>
<td><strong>82.7 ± 0.3</strong></td>
<td><strong>82.3 ± 0.4</strong></td>
<td>87.2 ± 0.2</td>
<td><strong>89.5 ± 0.2</strong></td>
<td><strong>89.6 ± 0.2</strong></td>
</tr>
<tr>
<td>Ensemble 6</td>
<td>80.7 ± 0.5</td>
<td><strong>82.8 ± 0.4</strong></td>
<td><strong>82.3 ± 0.4</strong></td>
<td>87.8 ± 0.2</td>
<td><strong>89.6 ± 0.2</strong></td>
<td><strong>89.7 ± 0.2</strong></td>
</tr>
<tr>
<td>Ensemble 7</td>
<td>81.2 ± 0.4</td>
<td><strong>82.9 ± 0.4</strong></td>
<td><strong>82.3 ± 0.4</strong></td>
<td>88.3 ± 0.2</td>
<td><strong>89.8 ± 0.2</strong></td>
<td><strong>89.8 ± 0.2</strong></td>
</tr>
<tr>
<td>Ensemble 8</td>
<td>81.6 ± 0.4</td>
<td><strong>82.9 ± 0.4</strong></td>
<td><strong>82.3 ± 0.4</strong></td>
<td>88.7 ± 0.2</td>
<td><strong>89.8 ± 0.2</strong></td>
<td><strong>89.8 ± 0.2</strong></td>
</tr>
<tr>
<td>Ensemble 9</td>
<td>81.9 ± 0.3</td>
<td><strong>82.9 ± 0.3</strong></td>
<td><strong>82.2 ± 0.4</strong></td>
<td>88.9 ± 0.2</td>
<td><strong>89.9 ± 0.2</strong></td>
<td><strong>89.8 ± 0.2</strong></td>
</tr>
<tr>
<td>Ensemble 10</td>
<td>82.1 ± 0.3</td>
<td><strong>82.9 ± 0.4</strong></td>
<td><strong>82.2 ± 0.5</strong></td>
<td>89.1 ± 0.2</td>
<td><strong>89.9 ± 0.2</strong></td>
<td><strong>89.8 ± 0.2</strong></td>
</tr>
<tr>
<td>Ensemble 11</td>
<td>82.2 ± 0.3</td>
<td><strong>82.8 ± 0.3</strong></td>
<td><strong>82.1 ± 0.5</strong></td>
<td>89.1 ± 0.2</td>
<td><strong>89.8 ± 0.2</strong></td>
<td><strong>89.8 ± 0.2</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Ensemble</th>
<th>Exit-wise loss</th>
<th>Distillation</th>
<th>Distl. semi-sup.</th>
<th>Exit-wise loss</th>
<th>Distillation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ensemble 1</td>
<td>84.5 ± 0.3</td>
<td><strong>88.1 ± 0.3</strong></td>
<td><strong>88.5 ± 0.3</strong></td>
<td>87.5 ± 0.3</td>
<td><strong>90.0 ± 0.2</strong></td>
</tr>
<tr>
<td>Ensemble 2</td>
<td>87.5 ± 0.2</td>
<td><strong>90.0 ± 0.2</strong></td>
<td><strong>90.4 ± 0.2</strong></td>
<td>90.0 ± 0.1</td>
<td><strong>91.9 ± 0.2</strong></td>
</tr>
<tr>
<td>Ensemble 3</td>
<td>89.1 ± 0.2</td>
<td><strong>91.2 ± 0.2</strong></td>
<td><strong>91.4 ± 0.2</strong></td>
<td>91.4 ± 0.1</td>
<td><strong>92.9 ± 0.1</strong></td>
</tr>
<tr>
<td>Ensemble 4</td>
<td>90.0 ± 0.2</td>
<td><strong>91.6 ± 0.2</strong></td>
<td><strong>91.8 ± 0.2</strong></td>
<td>92.2 ± 0.1</td>
<td><strong>93.4 ± 0.1</strong></td>
</tr>
<tr>
<td>Ensemble 5</td>
<td>90.5 ± 0.2</td>
<td><strong>91.8 ± 0.3</strong></td>
<td><strong>92.1 ± 0.2</strong></td>
<td>92.7 ± 0.1</td>
<td><strong>93.6 ± 0.1</strong></td>
</tr>
<tr>
<td>Ensemble 6</td>
<td>91.0 ± 0.1</td>
<td><strong>92.0 ± 0.3</strong></td>
<td><strong>92.2 ± 0.1</strong></td>
<td>93.1 ± 0.1</td>
<td><strong>93.7 ± 0.1</strong></td>
</tr>
<tr>
<td>Ensemble 7</td>
<td>91.3 ± 0.1</td>
<td><strong>92.1 ± 0.2</strong></td>
<td><strong>92.3 ± 0.2</strong></td>
<td>93.4 ± 0.1</td>
<td><strong>93.8 ± 0.1</strong></td>
</tr>
<tr>
<td>Ensemble 8</td>
<td>91.5 ± 0.1</td>
<td><strong>92.1 ± 0.3</strong></td>
<td><strong>92.3 ± 0.2</strong></td>
<td>93.6 ± 0.1</td>
<td><strong>93.8 ± 0.1</strong></td>
</tr>
<tr>
<td>Ensemble 9</td>
<td>91.7 ± 0.1</td>
<td><strong>92.1 ± 0.3</strong></td>
<td><strong>92.3 ± 0.2</strong></td>
<td>93.7 ± 0.1</td>
<td><strong>93.8 ± 0.1</strong></td>
</tr>
<tr>
<td>Ensemble 10</td>
<td>91.8 ± 0.1</td>
<td><strong>92.2 ± 0.3</strong></td>
<td><strong>92.3 ± 0.2</strong></td>
<td>93.8 ± 0.1</td>
<td><strong>93.9 ± 0.1</strong></td>
</tr>
<tr>
<td>Ensemble 11</td>
<td>91.9 ± 0.1</td>
<td><strong>92.2 ± 0.2</strong></td>
<td><strong>92.3 ± 0.2</strong></td>
<td>93.9 ± 0.1</td>
<td><strong>93.9 ± 0.1</strong></td>
</tr>
</tbody>
</table>

Table 6: Top-5 accuracy in % (mean ± 1.96 stderr) of first-m-exits ensembles trained by the exit-wise loss vs. trained by distillation vs. trained by semi-supervised distillation on CIFAR100 with 150, 250, 350 or 500 images per class.